A Machine Discovery from Amino Acid Sequences by Decision Trees over Regular Patterns
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Abstract  This paper describes a machine learning system that discovered a "negative motif", in transmembrane domain identification from amino acid sequences, and reports its experiments on protein data using PIR database. We introduce a decision tree whose nodes are labeled with regular patterns. As a hypothesis, the system produces such a decision tree for a small number of randomly chosen positive and negative examples from PIR. Experiments show that our system finds reasonable hypotheses very successfully. As a theoretical foundation, we show that the class of languages defined by decision trees of depth at most $d$ over $k$-variable regular patterns is polynomial-time learnable in the sense of probably approximately correct (PAC) learning for any fixed $d$, $k \geq 0$.
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§1 Introduction

Hydrophobic transmembrane domains can be identified by a very simple decision tree over regular patterns. This result was discovered by the machine learning system we developed. The system takes some training sequences of positive and negative examples, and produces a hypothesis explaining them. When a small number of positive and negative examples of transmembrane domains were given as input, our system found a small decision tree over regular patterns as a hypothesis. Although the hypothesis is made from just 10 positive and 10 negative examples, it can explain all data in PIR database\textsuperscript{13} with high accuracy more than 90%. The hypothesis exhibits that “two consecutive polar amino acids” (Arg, Lys, His, Asp, Glu, Gln, Asn) are not included in the transmembrane domains. This indicates that significant motifs are not in the inside of the transmembrane domains but in the outside. We call such motifs “negative motifs.”

This paper describes a machine learning system together with a background theory that discovered such negative motifs, and reports its experiments on knowledge acquisition from amino acid sequences that reveal the importance of negative data. Traditional approaches to motif-searching are to find subsequences common to functional domains by various alignment techniques. Hence the eyes are focused only on positive examples, and negative examples are mostly ignored. Our approach by decision trees over regular patterns provides new direction and method for discovering motifs.

A regular pattern\textsuperscript{17,18} is an expression \( w_0 x_1 w_1 x_2 \ldots x_n w_n \) that defines the sequences containing \( w_0, w_1, \ldots, w_n \) in this order, where each \( w_i \) is a sequence of symbols and \( x_j \) varies over arbitrary sequences. Regular patterns have been used to describe some features of amino acid sequences in PROSITE database\textsuperscript{20} and DNA sequences.\textsuperscript{1,6} Our view to these sequences is through such regular patterns. A decision tree over regular patterns is a tree which describes a decision procedure for determining the class of a given sequence. Each node is labeled with either a class name (1 or 0) or a regular pattern. At a node with a regular pattern, the decision tree tests if the sequence matches the pattern or not. Starting from the root toward a leaf, the decision procedure makes a test at each node and goes down by choosing the left or right branch according to the test result. The reached leaf answers the class name of the sequence. Such decision trees are produced as hypotheses by our machine learning system. Since the system searches a decision tree of smaller size, regular patterns on the resulting decision tree exhibit motifs which play a significant role in classification. Hence, compared with neural network approaches,\textsuperscript{8,22} our system shows important motifs in a hypothesis more explicitly.

We employ the idea of ID3 algorithm\textsuperscript{14,19} for constructing a decision tree since it is sufficiently fast and experiments show that small enough trees are usually obtained. We also devise a new method for constructing a decision tree
over regular patterns using another evaluation function. Given two sets of positive and negative examples, our machine learning system finds appropriate regular patterns as node attributes dynamically during the construction of the decision tree. Hence, unlike ID3, we need not assume any concrete knowledge about attributes and can avoid struggles from defining the attributes of a decision tree beforehand. Our system makes a decision tree just from a small number of training sequences, which we also guarantee with the PAC learning theory in some sense. Therefore it may cope with a diversity of classification problems for proteins and DNA sequences.

We made an experiment on raw sequences from twenty symbols of amino acid residues. The system discovered a small decision tree just from 20 sequences with more than 85% accuracy that shows if a sequence contains neither E(Glu) nor D(Asp)(both are polar amino acids) then it is very likely to be a transmembrane domain.

A hydropathy plot has been used generally to predict transmembrane domains from primary sequences. With this knowledge, we first transform twenty amino acids to three categories (*, +, −) according to the hydropathy index of Kyte and Doolittle. From randomly chosen 10 positive and 10 negative training examples, our system has successfully produced some small decision trees over regular patterns which are shown to achieve very high accuracy. The regular patterns appearing in these decision trees indicate that two consecutive polar amino acid residues are important negative motifs for transmembrane domains. From the view point of Artificial Intelligence, it is quite interesting that polar amino acid residues D and E were found by our machine learning system without any knowledge on the hydropathy index.

After knowing the importance of negative motifs, we examined decision trees with a single node with regular patterns \(x_1 - x_2 - \ldots - x_n\) for \(n \geq 3\). The best is the pattern \(x_1 - x_2 - x_3 - x_4 - x_5 - x_6\) that gives the sequences containing at least five polar amino acids. The result is very acceptable. The accuracy is 95.4% for positive and 95.0% for negative examples although it has been believed to be difficult to define transmembrane domains as a simple expression when the view point was focussed on positive examples.

§2 Decision Trees over Regular Patterns

Let \(\Sigma\) be a finite alphabet and \(X = \{x, y, z, x_1, x_2, \ldots\}\) be a set of variables. We assume that \(\Sigma\) and \(X\) are disjoint. A pattern is an element of \((\Sigma \cup X)^*\), the set of all nonempty strings over \(\Sigma \cup X\). For a parrern \(\pi\), the language \(L(\pi)\) is the set of strings obtained by substituting each variable in \(\pi\) for a string in \(\Sigma^*\). We say that a pattern \(\pi\) is regular if each variable occurs at most once in \(\pi\). For example, \(xaybza\) is a regular pattern, but \(xx\) is not. Obviously, regular patterns define regular languages, but not vice versa. In this paper we consider only regular patterns. A regular pattern containing at most \(k\) variables is called a \(k\)-variable regular pattern.
A decision tree over regular patterns is a binary tree such that the leaves are labeled with 0 or 1 and each internal node is labeled with a regular pattern (see Fig. 1). For an internal node $v$, we denote the left and right children of $v$ by $\text{left}(v)$ and $\text{right}(v)$, respectively. We denote by $\pi(v)$ the regular pattern assigned to the internal node $v$. For a leaf $u$, $\text{value}(u)$ denotes the value 0 or 1 assigned to $u$. The depth of a tree $T$, denoted by $\text{depth}(T)$, is the length of the longest path from the root to a leaf.

For a decision tree $T$ over regular patterns, we define a function $f_T: \Sigma^* \rightarrow \{0, 1\}$ as follows. For a string $w$ in $\Sigma^*$, we determine a path from the root to a leaf and define the value $f_T(w)$ by the following algorithm:

\begin{verbatim}
begin /* Input: $w \in \Sigma^*$ */
  $v \leftarrow \text{root}$;
  while $v$ is not a leaf do
    if $w \in L(\pi(v))$ then $v \leftarrow \text{right}(v)$ else $v \leftarrow \text{left}(v)$;
    $f_T(w) \leftarrow \text{value}(v)$
end
\end{verbatim}

For a decision tree $T$ over regular patterns, we define $L(T) = \{w \in \Sigma^* | f_T(w) = 1\}$. It is easy to see that $L(T)$ is also a regular language. But the converse is not true. Let $L = \{a^{2n} | n \geq 1\}$. It is straightforward to show that there is no decision tree $T$ over regular patterns with $L = L(T)$. The same holds for the language $\{a^{2n}b | n \geq 1\}$.

§3 Constructing Decision Trees

This section gives two kinds of algorithms for constructing decision trees over regular patterns that are used in our machine learning system.

The first algorithm employs the idea of ID3 algorithm\(^{14}\) in the construction of decision trees. The ID3 algorithm assumes data together with explicit attributes in advance. On the other hand, our approach assumes a space of regular patterns which are simply generated by given positive and negative examples. No extra knowledge about data is required. Although the space may
be large and contain meaningless attributes, our algorithm finds appropriate regular patterns from this space dynamically during the construction of a decision tree in a feasible amount of time. This is a point which is very suited for our empirical research.

Let $P$ and $N$ be finite sets of strings with $P \cap N = \emptyset$. Using $P$ and $N$, we deal with regular patterns of the form $w_0 x_1 w_1 x_2 \ldots x_k w_k$ such that $w_0, \ldots, w_k$ are substrings of some strings in $P \cup N$. Let $\Pi(P, N)$ be some family of such regular patterns made from $P$ and $N$. The family $\Pi(P, N)$ is appropriately given and used as a space of attributes.

For a regular pattern $\pi \in \Pi(P, N)$, the cost $E(\pi, P, N)$ is the one defined in Ref. 14) by

$$E(\pi, P, N) = \frac{p_1 + n_1}{|P| + |T|} I(p_1, n_1) + \frac{p_0 + n_0}{|P| + |N|} I(p_0, n_0),$$

where $p_1$ (resp. $n_1$) is the number of positive examples in $P$ (resp. negative examples in $N$) that match $\pi$, i.e., $p_1 = |P \cap L(\pi)|$, $n_1 = |N \cap L(\pi)|$, and $p_0$ (resp. $n_0$) is the number of positive examples in $P$ (resp. negative examples in $N$) that do not match $\pi$, i.e., $p_0 = |P \cap \overline{L(\pi)}|$, $n_0 = |N \cap \overline{L(\pi)}|$, $\overline{L(\pi)} = \Sigma^* - L(\pi)$, and

$$I(x, y) = \begin{cases} 
0 & \text{(if } x = 0 \text{ or } y = 0) \\
-\frac{x}{x+y} \log \frac{x}{x+y} - \frac{y}{x+y} \log \frac{y}{x+y} & \text{(otherwise).}
\end{cases}$$

The first algorithm $\text{DT1}(P, N)$ (Algorithm 1) sketches our decision tree algorithm for $\Pi(P, N)$, where $\text{CREATE}(\pi, T_0, T_1)$ constructs a new tree with a root labeled with $\pi$ whose left and right subtrees are $T_0$ and $T_1$, respectively.

**Algorithm 1**

```plaintext
function DT1 (P, N: sets of strings): node;
begin
    if $N = \emptyset$ then
        return(\text{CREATE}("1", null, null))
    else if $P = \emptyset$ then
        return(\text{CREATE}("0", null, null))
    else begin
        Find a shortest pattern $\pi$ in $\Pi(P, N)$
        that minimizes $E(\pi, P, N)$;
        $P_1 \leftarrow P \cap L(\pi)$; $P_2 \leftarrow P - P_1$;
        $N_1 \leftarrow N \cap L(\pi)$; $N_0 \leftarrow N - N_1$;
        return(\text{CREATE}(\pi, DT1(P_0, N_0), DT1(P_1, N_1)))
    end
end
```

The second algorithm uses a different evaluation function. For a decision tree $T$ over regular patterns, let $\text{nodes}(T)$ be the number of nodes in $T$, and $T$ ($T$) be the set of trees constructed by replacing a leaf $v$ of $T$ by the tree of Fig. 2 (a) or Fig. 2 (b) for some pattern $\pi$.

The score function $\text{Score}(T, P, N)$ balances the information gains in
function DT2($P$, $N$: sets of strings, $MaxNode$: int): tree;
begin
  if $N = \emptyset$ then
    return(CREATE("1", null, null))
  else if $P = \emptyset$ then
    return(CREATE("0", null, null))
  else begin
    $T \leftarrow$ CREATE("1", null, null);
    while (nodes($T$) < $MaxNode$ and $Score(T, P, N) < 1$) do
      begin
        find $T_{max} \in \mathcal{T}(T)$ that maximizes $Score(T_{max}, P, N)$;
        $T \leftarrow T_{max}$
      end
    end
  return ($T$)
end

Algorithm 2

classification and is defined as

$$Score(T, P, N) = \frac{|P \cap L(T)| \cdot |N \cap \bar{L(T)}|}{|P| \cdot |N|}.$$ 

The second algorithm DT2($P$, $N$, $MaxNode$) (Algorithm 2) checks all leaves at each phase of a node generation using the evaluation function $Score(T, P, N)$. Algorithm 2 is slower than Algorithm 1 since all leaves are checked at each phase of a node generation. However, Algorithm 2 constructs decision trees which are finely tuned when the size of decision trees is large. Moreover, it is noise-tolerant, i.e., it allows conflicts between positive and negative training examples. If the size of $\Pi(P, N)$ is polynomial with respect to the size of $P$ and $N$, then these algorithms run in polynomial time.

§4 Transmembrane Domain Identification

The problem of transmembrane domain identification is one of the important protein classification problems and some methods and experiments have been reported. For example, Hartman et al.\textsuperscript{7} proposed a method using the hydropathy index for amino acid residues in Ref. 9. The reported success rate is about 75%. Most approaches deal with positive examples, i.e., sequences corresponding to transmembrane domains, and try to find properties common to them.

The sequence in Fig. 3 is an amino acid sequence of a membrane protein. There is a tendency to assume that a membrane protein contains several trans-
Fig. 3  An amino acid sequence which contains four transmembrane domains shown by the parenthesized parts.

membrane domains each of which consists of 20~30 amino acid residues. Therefore, if a sequence corresponding to a transmembrane domain is found in an amino acid sequence, it is very likely that the protein is a membrane protein.

Our idea for transmembrane domain identification is to use decision trees over regular patterns for classification. Algorithms 1 and 2 introduced in Section 3 are used to find good decision trees from positive and negative training examples. In order to avoid combinatorial explosion, we restrict the space of attributes to the regular patterns of the form

\[ x^a y, \]

where \( x \) and \( y \) are variables and \( a \) is a substring taken from given examples.

In our experiments, a positive example is a sequence which is already known to be a transmembrane domain. A negative example is a sequence of length around 30 cut out from the parts other than transmembrane domains. The length 30 is simply due to the reasonable length of a transmembrane domain. From PIR database our machine learning system chooses randomly two small sets \( P \) and \( N \) of positive and negative training examples, respectively. Then, at each trial, by using Algorithm 1 or Algorithm 2, the system tries to construct a small decision tree over regular patterns which classifies \( P \) and \( N \) exactly.

We have evaluated the performance ratio of a produced decision tree in the following way. As the total space of positive examples, we use the set \( POS \) of all transmembrane domain sequences (689 sequences) from PIR database. The total space \( NEG \) of negative examples consists of 19256 negative examples randomly chosen from all proteins from PIR. The success rate of a decision tree for positive examples is the percentage of the positive examples from \( POS \) recognized as positive (class 1). The success rate for negative examples is counted as the percentage of the negative examples from \( NEG \) recognized as negative (class 0).

Figure 5 (a) is one of the smallest decision trees discovered by our system just from 10 positive and 10 negative raw sequences that achieve good accuracy. The performance ratio is (84.8\%, 89.6\%) for all data in \( POS \) and \( NEG \), respectively. This decision tree suggests that if a sequence of length around 30 contains neither D nor E then it is very likely to be a part of transmembrane domain.

The alphabet of amino acid sequences consists of twenty symbols. It has been shown that the use of the hydropathy index for amino acids is very successful.\(^{17}\) According to the hydropathy index of Kyte and Doolittle,\(^{9}\) we
Table 1  Transformation rules.

<table>
<thead>
<tr>
<th>Amino Acids</th>
<th>Hydrophathy Index</th>
<th>New Symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACMFVLVI</td>
<td>1.8~ 4.5</td>
<td>-&gt; *</td>
</tr>
<tr>
<td>PYSWSTG</td>
<td>-1.6~ -0.4</td>
<td>-&gt; +</td>
</tr>
<tr>
<td>RKDENQH</td>
<td>-4.5~ -3.2</td>
<td>-&gt; -</td>
</tr>
</tbody>
</table>

Fig. 4  The sequence obtained by the transformation.

transform these twenty symbols to three symbols as shown in Table 1. This transformation reduces the size of a search space drastically small while less information is, fortunately, lost in classification.

Then by this transformation table, the sequence in Fig. 3 becomes the sequence in Fig. 4.

Fig. 5 (b), (c) show two of the best decision trees over regular patterns that our machine learning system found from 10 positive and 10 negative training examples. The decision tree (b) recognizes 91.4% of positive examples and 94.8% of negative examples. Even the decision tree of (c) can recognize 92.6% of the positive examples and 91.6% of the negative examples. The negative motif “— —” which indicates consecutive polar amino acid residues plays a key role in classification. This may have a close relation to the signal-anchor structure that consists of two parts, the hydrophobic part of a membrane-

![Diagram](image_url)
spanning sequence and the charged residues around the hydrophobic part.\textsuperscript{10,21}

The decision tree (a) also shows the importance of a cluster of polar amino acids in transmembrane domain identification although our machine learning system assumed no knowledge about the hydropathy.

We examined how the performance of our machine learning system changes with respect to the number of training examples. The training examples are chosen randomly ten times in each case and each point of the graph of Fig. 6 is the average of these ten results for each case. Fig. 6 shows the results. We may observe the following facts:

(1) The hydropathy index of Kyte and Doolittle\textsuperscript{9} is very useful. When indexed sequences are used, the system can produce from 40 positive and 40 negative examples a decision tree with only several nodes whose accuracy is more than 90\% for the total space in average. On the other hand, for raw sequences the accuracy is not so good but both accuracies approach to the same line as the number of training examples increases.

(2) The number of nodes of a decision tree is reasonably small. But when the number of training examples is larger, the number of nodes in a decision tree becomes larger while the accuracy is not improved very much. There may arise the problem of overfitting.

A new discovery obtained from these decision trees is that the motif "- -" drastically rejects positive examples. After knowing the negative motif "- -", we have examined the decision trees with a single node with the patterns of the form

\[ x_1 - x_2 - \ldots - x_n \]

![Graph showing Accuracy and Number of Nodes vs. Number of Training Examples](image)

**Fig. 6** Relations between the number of training examples, accuracy and the number of nodes in a decision tree.
for $n \geq 3$. The best is the pattern containing "-" five times. The result is quite acceptable as shown in Table 2.

<table>
<thead>
<tr>
<th>Pattern</th>
<th>POS (689)</th>
<th>NEG (19256)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_1 - x_2 - x_3 - x_4 - x_5 - x_6$</td>
<td>657 (95.4%)</td>
<td>18296 (95.0%)</td>
</tr>
</tbody>
</table>

With these decision trees over regular patterns, we have developed a transmembrane domain predictor that reads an amino acid sequence of a protein as an input and predicts symbol by symbol whether each location of a symbol is in a transmembrane domain or not. Experiments on all protein sequences in PIR show that the success rate is $85\% - 90\%$.

§5 PAC-Learnable Class

This section provides a theoretical foundation on the classes of sets classified by decision trees over regular patterns from the point of algorithmic learning theory.\(^{20}\)

For integers $k$, $d \geq 0$, we consider a decision tree $T$ over $k$-variable regular patterns whose depth is at most $d$. We denote by $\text{DTRP}(d, k)$ the class of languages defined by decision trees over $k$-variable regular patterns with depth at most $d$.

**Theorem 1**

$\text{DTRP}(d, k)$ is polynomial-time learnable for all $d$, $k \geq 0$.

We need some terminology for the above theorem. When we are concerned with learning, we call a subset of $\Sigma^*$ a concept. A concept class $\mathcal{C}$ is a nonempty collection of concepts. For a concept $c \in \mathcal{C}$, a pair $\langle x, c(x) \rangle$ is called an example of $c$ for $x \in \Sigma^*$, where $c(x) = 1$ ($c(x) = 0$) if $x$ is in $c$ (is not in $c$). For an alphabet $\Sigma$ and an integer $n \geq 0$, $\Sigma^{\leq n}$ denotes the set $\{ x \in \Sigma^* | |x| \leq n \}$.

A concept class $\mathcal{C}$ is said to be **polynomial-time learnable**\(^{5,12,20}\) if there is an algorithm $\mathcal{A}$ which satisfies (1) and (2).

1. $\mathcal{A}$ takes a sequence of examples as an input and runs in polynomial time with respect to the length of input.
2. There exists a polynomial $p(\cdot, \cdot, \cdot)$ such that for any integer $n \geq 0$, any concept $c \in \mathcal{C}$, any real number $\varepsilon, \delta$ ($0 < \varepsilon, \delta < 1$), and any probability distribution $P$ on $\Sigma^{\leq n}$, if $\mathcal{A}$ takes $p(n, 1/\varepsilon, 1/\delta)$ examples which are generated randomly according to $P$, then $\mathcal{A}$ outputs, with probability at least $1 - \delta$, a representation of a hypothesis $h$ with $P(c \oplus h) < \varepsilon$.

**Theorem 2**\(^{5,12}\)

A concept class $\mathcal{C}$ is polynomial-time learnable if the following conditions
hold.

(a) \( \mathcal{C} \) is of polynomial dimension, i.e., there is a polynomial \( d(n) \) such that
\[ \left| \{ c \in \Sigma^+ | c \in \mathcal{C} \} \right| \leq 2^{d(n)} \text{ for all } n \geq 0. \]

(b) There is a polynomial-time algorithm called a polynomial-time hypothesis finder for \( \mathcal{C} \) which produces a hypothesis from a sequence of examples such that it is consistent with the given examples.

Moreover, the polynomial-time hypothesis finder for \( \mathcal{C} \) is a learning algorithm satisfying (1) and (2) if \( \mathcal{C} \) satisfies (a).

The following lemma can be easily shown.

**Lemma 1**

Let \( T \) be a decision tree over regular patterns and \( T_v \) be a subtree of \( T \) at node \( v \). We denote \( T_v \) by \( \pi(T_0, T_1) \), where \( \pi \) is the label of node \( v \) and \( T_0, T_1 \) are the left and right subtrees of \( T_v \), respectively. Let \( S \) be a set of strings and let \( T' \) be the tree obtained from \( T \) by replacing \( T_v \) with \( T_0 \) at node \( v \). If no string in \( S \) matches \( \pi \), then
\[ L(T) \cap S = L(T') \cap S. \]

**Proof of Theorem 1**

First we show that the concept class \( \text{DTRP}(d, k) \) is of polynomial dimension. Let \( \text{DTRP}(d, k)_n = \{ L \cap \Sigma^+ | L \in \text{DTRP}(d, k) \} \) for \( n \geq 0 \). We evaluate the cardinality of \( \text{DTRP}(d, k)_n \). Let \( \pi \) be a regular pattern with \( |\pi| > n + k \), then no string of length at most \( n \) matches \( \pi \). By Lemma 1, we need to consider only regular patterns of length at most \( n + k \). The number of such patterns is roughly bounded by \( (|\Sigma| + 1)^{n+k} \). Since a tree of depth bounded by \( d \) has at most \( 2^d - 1 \) internal nodes and at most \( 2^d \) leaves, \( |\text{DTRP}(d, k)_n| \leq (|\Sigma| + 1)^{n+k}2^{d-1}.2^{2^d} \). This shows that the dimension of \( \text{DTRP}(d, k)_n \) is \( O(n) \).

Next we show that there is a polynomial-time hypothesis finder for \( \text{DTRP}(d, k) \). Let \( P \) and \( N \) be the sets of strings which appear in positive and negative examples, respectively. Let \( \Pi(k, P, N) \) be the set of regular patterns \( \pi \) up to renaming of variables such that it contains at most \( k \) variable occurrences and \( \pi \theta \) is a substring of some \( s \) in \( P \cup N \). By Lemma 1, we need to consider only patterns in \( \Pi(k, P, N) \) in order to find a decision tree over regular patterns which is consistent with \( P \) and \( N \). Then
\[ |\Pi(k, P, N)| \leq \Sigma_{s \in P \cup N} (|s|^2)^k+1. \]
Therefore the number of possible trees is bounded by \( (|\Pi(k, P, N)|)^{2^{d-1}}.2^{2^d} \), which is bounded by a polynomial with respect to the input length \( \Sigma_{s \in P \cup N} |s| \).

It is known that, given a regular pattern \( \pi \) and string \( w \), we can decide in polynomial time whether \( w \) matches \( \pi \) or not. Therefore, given a string \( w \) and a decision tree \( T \) over \( k \)-variable regular patterns whose depth is at most \( d \), we can decide whether \( w \in L(T) \) or not in polynomial time.

The required polynomial-time algorithm enumerates decision trees \( T \) over regular patterns in \( \Pi(k, P, N) \) with depth at most \( d \). Then it checks whether \( s \in L(T) \) for each \( s \in P \) and \( t \notin N \) for each \( t \in N \). If such a tree \( T \)
is found, the algorithm outputs $T$ as a hypothesis. □

We should say that the polynomial-time learning algorithm in the proof of Theorem 1 exhausts an enormous amount of time and is not suited for practical use.

We may understand the relationship of Algorithms 1 and 2 in Section 3 to Theorem 1 in the following way: When we set $\Pi(P, N)$ to be the family of $k$-variable regular patterns made from $P$ and $N$, Algorithms 1 and 2 are sufficiently fast in practical use (of course, in polynomial time) and produce a decision tree over $k$-variable regular patterns which classifies given positive and negative examples. But the produced decision tree is not guaranteed to be of depth at most $d$. Hence, these algorithms are not any learning algorithm in the exact sense of (2).

However, experiences tell that these algorithms usually find small enough decision trees over regular patterns in our experiments on transmembrane domains. For the class $DTRP(d, k)$, Theorem 2 asserts that if a polynomial-time algorithm $A$ produces a decision tree over $k$-variable regular patterns with depth at most $d$ which classifies given positive and negative examples then it is a polynomial-time learning algorithm. In this sense, we may say that Algorithms 1 and 2 are polynomial-time algorithms for $DTRP(d, k)$ which often produce reasonable hypotheses although there is no mathematical proof showing how often such small hypotheses are obtained. This aspect is very important and useful when we are concerned with machine discovery.

Ehrenfeucht and Haussler\(^4\) have considered learning of decision trees of a fixed rank. For learning decision trees over regular patterns, the restriction by rank can be shown to have no sense. Instead, we consider the depth of a decision tree. It is also reasonable to put a restriction on the number of variables in a regular pattern. It has been shown that the class of regular pattern languages is not polynomial-time learnable unless $\text{NP} \neq \text{RP}$\(^{11}\) Therefore, unless restrictions such as bound on the number of variables in a regular pattern are given, we may not expect any positive results for polynomial-time learning.

§6 Conclusion

We have shown that the idea of combining regular patterns and decision trees works quite well for transmembrane domain identification. The experiments also have shown the importance of negative motifs.

A union of regular patterns is regarded as a special form of a decision tree called a decision list. We have reported in Ref. 1) that the union of small number of regular patterns can also recognize transmembrane domains with high accuracy. However, the time exhausted in finding hypotheses in Ref.1) is much larger than that reported in this paper.

Our system constructs a decision tree over regular patterns just from strings called positive and negative examples. We need not take care of which
attributes to specify as in ID3. Therefore it can be applied to another
classification problems for proteins and DNA sequences. We believe that our
approach provides a new application of algorithmic learning to Molecular
Biology.

We are now in the process of examining our method for some other
related problems such as predicting the secondary structure of proteins.
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